Stanford
HEALTH CARE

Creating Fair, Useful, Reliable and
Models in Healthcare

Nigam Shah
Chief Data Scientist, Stanford Healthcare
Professor of Medicine, Stanford University

Stanford | Technology & Digital Solutions a Stanford | MEDICINE
MEDICIN E | stanford Heaith Care and School of Medicine



The Al Chasm in Healthcare

« Hundreds of models are built
and published on.

- Avery small percentage are
deployed for routine use.

- Realizing value from the use of
Al to guide care remains
elusive.
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Data Science Team at SHC
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Thought leadership for

The
Model

Responsible Al in Healthcare.
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Ensure that we create FURM -
Fair, Useful, Reliable Models.

FURM Assessment

Needs Statement
Ethical concerns review
Business case
I Use case definition
Il utility assessment
Il \Vorkload analysis
Il Vodel formulation f: X > Y
Model dev: Performance
Model dev: Fairness
IT feasibility
[Workflow /Org/ App Integration]
[l Vonitoring (workflow, model)
Il Prospective evaluation

What & Why

Did it work?
How
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Processes and infrastructure

foran “Al ready” organization.

Building,
Operationalizing
and Registering

Models

Integration and
Real Time
Access

04

Identify and execute, 3-5
projects with enterprise value.

OPERATIONAL PLAN FY-2024

PATIENT
— ENGAGEMENT
EXPERIENCE Rt
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There is aninterplay
among models, capacity, Ulne

. Model
and actions we take |

yd N
The
action
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We have developed

a way to assess if we
are creating Fair, Useful,
Reliable Models
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Did it work?

FURM Assessment

Needs Statement
Ethical concerns review
Business case

- Use case definition

I utility assessment
B Workload analysis
B Model formulation f: X > Y

Model dev: Performance

Model dev: Fairness

IT feasibility

[Workflow /Org /App Integration]
I Vonitoring (workflow, model)
I Prospective evaluation

What & Why



Processes as well as

infrastructure for an Building,
Operationalizing

(44 9 . . dR _t _

Al ready” organization and Registering

Integration and
Real Time
Access

Data Access +
Aggregation
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Governance is crucial

for enterprise-wide
alignment OPERATIONAL PLAN FY-2024
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QUALITY, PAHENT ENGAGEMENT
SAFETY & EXPERIENCE AND WELLNESS FINANCIAL

HEALTH EQUITY () (E) STRENGTH

b 84.3%* Fully Engaged*  Joy in Medicine* ©
Vizient B _ Gold

TOp Performer* Wt ‘S::‘h - 42% Status Operating Budget

*Vizient Top Performer is 5 Star *Fully Engaged determined by SHC
Inpatient and Top Ten Ambulatory Engagement Pulse; Joy in
(Goal is for SHC only) Medicine determined by AMA
(Fully Engaged goal is for SHC only)

0N Stanford Technology & Digital Solutions

&
MEDICINE | Stanford Health Care and School of Medicine

%



Demystitying language models



Language models 101

S = Where are we going

| T | ]‘ Training data

Previous words Word being
(Context) predicted
P(S) = P(Where) x P(are | Where) x P(we | Where are) x P(going | Where are we) Language mOdel

Text Output
Text Input ——
—_— Language
(—— Model

Large language model

Numeric Representation of
text useful for other systems

https://docs.cohere.com/docs/introduction-to-large-language-models
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P

Foundation Models — Beyond “language”

Tasks
Question
@ Seehefg | 200+ assets
Data : . » datasets (e.g. The Pile, LAION-5B)
A @ ) e * models (e.g. BLOOM)
== L{J — ) ~ - applications (e.g. CopilotX)
r“ ( h AV y %' Information \,« ° h h
= y ” Extraction 60+ organizations
B atd e R Adaptation oy
sroca Wl o | Foundation ’ ® =i * 9 modalities
 stuctured S * e.g.music, genome sequence, text, video
= & a::i‘:;‘nmm * Most models have not seen EHR data
3Dslgnals“ y
; Instruction
& Following .._\ ::—"J
Stanford Bommasani et al. “On the Opportunities and Risks of Foundation Models” 10
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https://pile.eleuther.ai/
https://laion.ai/blog/laion-5b/
https://huggingface.co/bigscience/bloom
https://github.com/features/preview/copilot-x

P

Structured EHR data comprise a “language”

// X

7/

o // o

Ethnicity: Not
Hispanic or Latino

ICD10/125.10 Coronary Arteriosclerosis

ICD10/E78.2 Mixed Hyperlipidemia

ICD10/Z95.2 Transplanted Heart Valve Present
Il CPT4/99214 Office/Other Outpatient Visit

B RxNorm/259255 Atorvastatin 80 MG
Il RxNorm/308416 Aspirin 81 MG

/

1933-02-15 2014-10-22 2019-09-17 2020-01-11
DOB: 02-15-1933 Il 1CD10/R634 Abnormal Weight Loss ICD10/E78.2 Mixed Hyperlipidemia ICD10/163 Cerebral
Sex: Female M Pulse Rate: 62 B RxNorm/197361 Amlodipine 5 MG Infarction
Race: White M Blood Pressure: 108/50

EHR “Language”: Visit{R634,999214} | Rx {308416} | Visit{I63, R69} | ...
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Two ways to build “language”™ models using the EHR

“chat” and
“summarization”

“documents”

Clinical Language Model

1@|

=
Generative

Task

(CLaM)

Foundation model for

Electronic Medical Records MOTOR: Many outcome time

oriented representations

Patient medical (FEMR) Prediction
history Task Top 1% in
“timelines” Forecast what is ;?g‘igzggf
going to happen
‘3‘_."'\- . . _ .
3) Stanford https://tinyurl.com/shaky-foundations 12



We are at peak hype

API-Centric SaaS — senerative Al
Open-Source Program Offic f
Cloud-Out to Ec | Cloud-Native
Al TRISM
WebAssembly (Wasm)

Federated Machine Learning
Industry Cloud Platforms
Internal Developer Portal
Cloud Sustainability
Homomorphics E i
Value Stream Management Platforms
Reinforcement Learning

Software
Engineering

Cloud Development Environments
Graph Data S

Al Simulation
_ Casual Al
Postquantum Cryptograohy

Expectations

Neure-Symbolic Al
Augl ted FinOps

GitOps,
Generative Cyb curity Al

Cybersecurity
Mesh Archit Peak of

Innovation Inflated Trough of
Trigger Expectations Disillusionment

Plateau will be reached:

less than 2 years @® 2to5years @ Stol0years

Slope of
Enlightenment

(%) obsolete before plateau

Plateau of
Productivity

As of August 2023
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#1: Flashy headlines over-nype memorization

Agree
n=8(12.1%)

Disagree /
n =20 (30.3%)

Unable to assess
n=9(13.6%)

No majority
n =29 (43.9%)

No majority
n =35 (53.0%)

Agree
n=13(19.7%)

Disagree
n =15 (22.7%)

Unable to assess
n=3(4.5%)
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Evaluation of GPT-3.5 and GPT-4 for
supporting real-world information
needs in healthcare delivery

https://doi.org/10.48550/arXiv.2304.13714
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#2: Tuning of LLMs for medical tasks is limited
https://medalign.stanford.edu/

The patient had strokes in the L basal

Summarize from the EHR the ganglia in 2018 and multiple strokes in 2022:
strokes that the patient had EH R R o_cc:|p|tal, I(_eft temporal, L frontal. The_

. . . patient had right sided weakness associated
and their associated </> with the 2018 stroke after which she was

admitted to rehab. She then had a left sided
hemianopsia related to the 2022 stroke.

neurologic deficits. [0 4

- 983 instructions Model Context % Correct

- 15clinicians, 7 specialties GPT-4 (MR) 32k 65.0%
T : ; GPT+4 32k 60.0%

- 303 “valid completions GPT-4 2048 51 8%

P Stanford Technology & Digital Solutions

MEDICIN E | stanford Heaith Care and School of Medicine



#3: Focus on defining and veritying “benefits”

Create predictive models
with less training data
Write a response to a
patient message

Fulfill prompts that
physicians want

Create HPI based on QA
with the patient

Generate practice questions for
the USMLE exams

Answer a medical question
that comes up during rounds

Define the Using an Using EHR or
benefits “internet diet” claims data
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